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A method is developed for the design of exactly uniform high-density vectorial 
distributions inside the 1/48th symmetry-irreducible trihedral angle of highest cubic 
symmetry. The first application led to a particular 489~vector distribution in the basic 
solid angle which extends, by permutations, to 23,472 uniformly-distributed vectors 
in the full 47~ steradians. This density (N = 489) meets a criterion of about one part in 
106 set for the accuracy requirement of three-dimensional integration of functions in 
crystal lattice dynamics and in elastic wave theory. The dependence of the accuracy of 
numerical calculations on vector density is determined by comparison with exact 
integrals of certain octahedral functions. It is found to depend signiticantly on the 
three-dimensional anisotropy of the surfaces of these functions. A ten-decimal table 
of the direction cosines of the 489~vector distribution is supplied as an appendix. 

I. INTRODUCTION 

The theory of lattice vibrations of a crystal solid leads to the prescription of a 
very large number riVO of eigenfrequencies of the form v,(qJ. Herep = 1,2, 3,..., r 
(r = 3 x number of atoms per lattice unit cell) and i = l,..., N, (-Avagadro 
number) points q, in the reciprocal lattice space of the Brillouin zone [l]. In 
principle, in the harmonic approximation, all of the thermodynamic properties 
of a crystal are calculable from the Hehnholtz free energy in the form 

St No 

F = @ + c c Wdqt) + kTln{l - exp[---h~,(qW”lH, 
P i 

where @ is the static lattice potential energy. In practice, it is impossible to perform 
such a summation over log4 points. However, since the qi are so densely distributed 
and functions defining v(q) are uniform, one can use the continuum representation 
in which one replaces the sum for F by an integral weighted by a frequency distri- 
bution function G(v) (or vibration spectrum or phonon spectrum). Now F becomes 
in practice an approximate F. The accuracy of one of the theoretical thermo- 
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dynamic quantities derivable from F now hinges on the accuracy with which G(v) 
has been determined. 

Even the computation of G(v) versus v used to be a formidable task. After 
prodigious labor one was able to obtain accuracies of only a few percent. than the accuracies of a few percent 

obtainable only a few years ago. 
The root-sampling method [l] for calculating a phonon spectrum G(v) versus 

v for 0 < v Q v, (vm = model maximum) involves solving the dynamical matrix 

I Dij(q) - hv2 I (1.1) 

at a large number of selected points q’s in the Brillouin zone. The vibrational 
eigenfrequencies v,(q)‘s so obtained are sorted into histogram intervals. The 
details of the method used then determines whether one obtains a good or a 
poor approximation to the correct curve of G(v) versus v. In (1.1) OS3 (q) is a 
sine-cosine series of terms over shells s of atoms surrounding one chosen as 
origin [Z]. The arguments are shmzX(q, , q,, , qJ where h is a proper integer and a 
is the crystal lattice constant. The coefficients in &(q) are the generalized-force 
interatomic force constants (AFC’s) CQ*, pj”[2]. 

Once G(v) versus v has been obtained, the theoretical thermodynamic properties 
of a crystal can be calculated easily. A comparison between theory and thermo- 
dynamic experimental data then provides one method of testing the validity of the 
choice of the set {CQ, /3$> of AFC’s. Unfortunately, the test itself is seldom valid 
unless G(v) versus v is known with reasable accuracy. 

One of the sensitive tests of a phonon model is that of comparing the theoretical 
and experimental specific heats at low temperatures because here, the specific heat is 
changing most rapidly as T3. However, the dominant frequencies in the low T 
range are the low v(q) which correspond to the small values of q near the origin 
of the Brillouin zone. Thus, reliable model testing requires very accurate G(v) 
versus v in this low-v range. 

It is just in the low q range that the root-sampling method (i.e., roots vs(q) 
evaluated on some cubic lattice of points) gives the least accurate G(v) data. Even 
when one selects the order of lo6 points (q’s) in say 1/8th the Brillouin zone, the 
G(v) obtained by conventional root-sampling still may be too crude for valid 
model testing at low temperatures. 

A more reliable method, especially for the low-v range, has been termed the 
vector-interpolation method (see Section II below). This method is capable of 
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giving G(v) with five- to eight-decimal accuracy (at least for small V) with only 
about 50,000 points in 1/48th the zone. 

One of the earliest suggestions of the use of the vector method in lattice-dynamics 
applications seems to be due to Houston [3]. This idea has been extended by de 
Launay [4] and used in the preparation of tables of Debye 8, functions for cubic 
crystals; de Launay used a 69-vector distribution which is hardly different from 
the 70-vector distribution of Fig. la. The latter was used in the 1950’s in some 

FIG. 1. A typical 1/48th symmetry-irreducible trihedral solid angle segment of the sphere. 
Spherical coordinates r, 0, 4 are defined with respect to Cartesian axes x, y, z which we also 
identify with cubic crystallographic axes [lOO], [OlO] and [OOl], respectively. Fig. (la): subdivision 
in 70 unequal surface elements. Fig. (lb): Uniform subdivision of 489 exactly equal elements. 

early phonon spectra calculations [5, 61. Even the 70-vector distribution of Fig. la 
does not provide the accuracy required for testing phonon models except in the 
unlikely case of nearly spherical surfaces of constant v(q). Moreover, the solid 
angle elements dw’s surrounding the vectors of Fig. la are unequal; obviously, 
this necessitates a separate weighting factor for each vector. 

One purpose of this paper is to-outline the procedure for designing an N-vector 
distribution of fairly large N for which all vectors have the same weighting factor. 
This procedure has been applied in designing a distribution with N = 489 [7] 
within the 1/48th symmetry-irreducible trihedral angle of highest cubic symmetry. 
This segment represents the irreducible spatial subset of octahedral Group 0 [8]. 
We have found that the N-489 distribution satisfies the five- to ten-decimal accuracy 
criterion for the long wave limit of lattice dynamics. Accordingly, it seems worth- 
while to include here these previously unpublished tables defining this distribution. 
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In Section II, we arrive at design criteria for an N-vector distribution via the 
consideration of the phonon spectrum problem and that of averaging over the 
elastic wave velocities of a crystal to determine its Debye BD . But, a vector 
distribution defined by the set of subsets of direction cosines (p, d, r) has much 
broader applicability. By permuting (p, q, r), one extends the set from the l/48& 
trihedral angle of Fig. la or lb to the six such segments defining the positive o&ant. 
Then, by sign changes, the basic set can be further extended to the full 41T steradians. 
Thus, the results of Table II can be applied to give accurate three-dimensional 
spatial integration of many types of functions. 

An exactly uniform distribution of the 1/48th trihedral angle of Fig. lb simply 
means first dividing the surface area so subtended on the unit sphere into N equal 
areas. While this seems simple it has nevertheless proven to be a bit tedious. Thus, 
it seems worthwhile to outline in Section III the straightforward procedures for 
doing this subdivision. The second step is to find the direction cosines p, q, r of 
the vector passing through the centroid of each elemental area. This is done in 

FIG. 2. An anisotropic surface of constant frequency YY inside the Brillouin wne of a face- 
centered cubic lattice which just touches the center L of the hexagonal zone face. The surface 
becomes sharply conical at L which becomes a saddle point in three dimensions such that nearby 
surfaces with Y > YY are hyperbolic while those for Y < VY are parabolic. Three-dimensional 
integration to determine G(v) is very accurate except near L. A very large increase in G(v) occurs 
close to L as described by JZq. (5.16). Since there is a singularity in dG/dv at Y = Y”, often with 
unknown coefficient Ggl , the error in G(vv) becomes large and unknown. The square-root singular- 
ity occurs for all phonon branches for various vy’s at X (square face centers), at L, and, in some 
cases, on symmetry planes. 
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Section IV. This then completes the design of a uniform N-vector distribution for 
any N estimated to be large enough to satisfy the accuracy requirements. Our 
particular results for N = 489 are then Still another 

method is to do a least-squares polynomial fitting via an independent computer 
code on the calculated G(v) at a number (~50) of v values of the low-v range. 
Here one treats the theoretical G(v) points just like experimental data. Theory 
requires fitting a polynomial of the form G(v) = C,, 

a,,v2*; v < vv ; vv = v of 
lowest Van Hove singularity [I]. When variances of the polynomial fit are of the 
order of IO-lo, one feels assured that G(v) has the desired five(or better)-decimal 
accuracy. Standard deviations of the a, for some recent phonon calculations [9] 
turn out to be of the order of 1O-6 to 10-6. However, when Y > vv, the errors 
increase considerably for reasons discussed in Section V. 

Spherical surfaces of constant v(q) are rarely found in lattice dynamics. Only a 
very few crystalline solids seem to be almost isotropic in the long wave elastic 
limit. A typical anisotropic surface of constant frequency is shown in Fig. 2. The 
causes of error in calculated G(v) are considered in Section V and discussed in 
terms of the anisotropy of the surfaces. We compare in Section VI various inte- 
gration methods which use interpolations to increase effective point density. 

II. DESIGN CONSIDERATIONS 

The formal expression for phonon density of states is 

where G(v) dv is the number of crystal vibrations with v between v and v + dv, 
No = Avagadro’s number, V, = Brillouin zone volume in q space, and p is the 
index of phonon wave polarization. 

For cubic crystals, one can approximate (2.1) by summing over a vector distri- 
bution such as that in Fig. la or lb according to 

When all N elemental solid angle elements are equal, as in Fig. lb and Table II, 
dw, can be factored in front of the sum. Both V&I) and ( dq/dv, [a*(v) are evaluated 
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along the Kth vector by solving (1.1) at several points on qK ; one then uses inverse 
interpolation to get q(v,) and the derivative along qK . 

Houston [3] has shown that (2.2) approaches (2.1) with zero error as N in 
(2.2) + co. This procedure, called the vector-interpolation method [5, 91, does not 
imply interpolation between v or q values on adjacent vectors. 

The solutions of (1.1) can be computed via ordinary machine programs (double 
precision probably unnecessary) with lo- to 14-decimal accuracy. There is harly 
any loss of this accuracy in the inverse interpolations which lead to the summand 
of (2.2). Consequently, virtually all of the error in g(v) arises because of the 
vector distribution. We discover in Section V that this error is relatively large for 
highly anisotropic surfaces (see Fig. 2). It becomes negligible (order of parts in 1Oe) 
for nearly spherical surfaces. 

A choice of N of the order of 500 inside the 1/4&h segment of Fig. lb will 
provide the desired 5- to 8-decimal accuracy in integrations. This fact was deter- 
mined in Ref. [7] by a purely geometrical analysis of the errors in evaluating the 
summand of (2.2). In Ref. [7] we considered the intersection of a surface with 
an elemental tetrahedral cone of Fig. lb. Since this analysis corroborates the 
results of Section V below, we will not repeat it here. The choice of a specific N 
close to 500 is then arrived at arbitrarily as discussed in Section III. 

In the long-wave low temperature limit, the evaluation of (2.2) becomes equiv- 
alent to integration over an elastic wave surface. Hence, the problem becomes 
equivalent to the determination of Debye B. . This is discussed further in Section V. 

III. DESIGN OF A VECTOR DISTRIBUTION 

In Ref. [7] and in Fig. la an elemental tetrahedron defining a L.IO was enclosed 
by right and left side planes which satisfied the condition 4 = constant. The upper 
and lower sides were curves, however, since they satisfied the condition 8 = const. 
This condition on 8 could not be extended to elements 60-70 of Fig. la because the 
upper limit 9 was defined by a boundary plane of the l/48 trihedral angle, i.e., 
the [OlO]-[loll plane of Figs. la and lb. (Here r, 8, I$ are spherical coordinates 
for X, y, z frame of Fig. lb). This imposed the condition 0 = cot-l(cos 4) as an 
upper limit of integration. Moreover, the distribution was not uniform because all 
of the elemental dw, were not equal. 

In designing our new higher-density vector distribution, it is convenient to retain 
the condition 4 = const for the side planes of each elemental tetrahedron. 
However, for a uniform distribution, the mathematics becomes tractable only if 
we use planes for the upper and lower sides instead of the curved sides used in the 
earlier work. It is convenient to select many planes which intersect in the y- or 
[OlO]-axis of Fig. la or b. This imposes a condition similar to cot 8 = cos 4; in 
fact, the new condition we seek is cot 0 = (const) cos 4. 



A UNIFORM VECTOR DISTRIBUTION 65 

This section sets down the procedure by which the side planes of each elemental 
tetrahedron can be so selected that all tetrahedra subtend equal angles and com- 
pletely Cl1 up the l/48 basic trihedral angle. The vectors which pass through the 
centroids of these elemental tetrahedra will then be uniformly distributed. 

Figure lb shows the cuts of a large number of planes on the unit sphere, all of 
which have a common intercept in the y-axis. Since any pair forms a wedge, we 
name them wedge planes and label them i with i = 0, 1,2,..., L. Let i = 0 be the 
y-z plane and i = L be the [OlO]-[loll plane of the figures. Any point P(x, y, z) 
on the ith plane must satisfy x = oaz for all x, z. Thus the case 4 = 0 (or y = 0) 
defines the line x0 = aiz” as the intercept of the ith plane with the X-Z plane of 
Fig. lb. Thus for all points on the ith plane, we must have 

ap’ = tan eio, (3.1) 

where B,O = &(+ = 0). In View of (3.1) any vector lying in the ith plane will 
have its 13 related to its C# according to 

19 = cot-l(cos $/a*). (3.2) 

The i = 0, l,..., L wedge planes cut out L strips on the unit sphere within the 
l/48 trihedral angle in the manner shown in Fig. lb. The edges of these strips are 
not quite parallel but diverge slightly between the planes 4 = 0 (X-Z plane) 
and C$ = 45” (z-[I lo] plane). We label a strip /with 6 = 1,2, 3,..., L and ultimately 
require that each strip shall contain exactly nf units of elemental solid angle 
dw = (4?r/48iV), where nc and N are integers to be determined by the aribrary 
procedure below. The area on a unit sphere between any two planes i, i + 1, or the 
area of the 8th strip, is given in closed form by 

= lov” dc$ ] -cos [cot-l (s)] + cos [cot-’ (+)I 1, (3.4) 

ni4 

= sin-l [ ( 
sin $ (1 + aiz)l,a > - sin-l ( 

sin 4 
(1 + ai2,1)1/2 Ill 0 * (3.5) 

We choose, as a criterion for the determination of nc and iV, a span which may 
give the 1 part in lo5 accuracy indicated in Section II. This means choosing 
de M 1.50, A+ m 1.50. Thus, for a preliminary calculation, we arbitrarily put 
dB0 = 1.5”, and this automatically sets a preliminary value of L at 30. The area 
of these 30 strips can be computed readily by desk calculator; of course, they cannot 
all contain an integral number of dw’s. It then becomes necessary to readjust from 
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Lie0 = 1.5” to dfP = 1.5” in order to guarantee nd &I in each strip, with nd = 
integer. The next step is to pick L.I~ = 1.5”, again in order to satisfy the accuracy 
criterion. But in the application of this step we have to realize that the width of 
an elemental tetrahedron (i.e., the value of d 4) will vary in any strip since the width 
of each strip diverges slightly. Thus we must single out one of the strips in which 
to do an initial fitting of nd . Although the full procedure in this section will apply 
to any arbitrary accuracy criterion or (LIP, d+) or N, it is well illustrated, as 
follows, by our particular final choices. We have singled out the strip 8 = L (in 
Fig. lb this is the strip containing elements K = 462 and K = 489) and find that 
one can closely fit IZ~ = 28 elementary do’s into this strip with N chosen to be 
489. This nL also gives d 4 = 1.5” for element 462 of Fig. lb. What we wanted was 
some value of N near 500, and N = 489 fills this bill nicely. However, any other N 
in this vicinity would have been satisfactory also. We fixed upon N = 489 because 
with nL = 28 (i.e., d $482 = 1.5”) only a very minor adjustment in de0 = BLo - 0!, 
from 1.5” was required. The success of this adjustment is seen in Appendix Table I. 
The next step is then to examine the strip 4 = (L - 1). Note that do0 = e-, - et-, 
must be readjusted from its preliminary value in order to guarantee nLel dw in 
strip G = (L - 1) with nLel exactly integral, where dw is now precisely fixed at 
(b/48)(1/489) as a result of the adjustments in strip G = L. We found nL-, could 
be chosen at 28 or 27 and still not cause de0 to differ greatly from 1.5”. We settled 
upon nLwl = 28 after looking at strips 8 = L - 2,e = L - 3, etc. Continuing this 
fitting process and recalculating the @+, , Bio for each strip, we then were able to 
fit exactly ne dw’s into these strips and thereby completely and uniformly fill 
up the l/48 trihedral angle. However, for strip G = 1 (or eio = Boo = 0; 
@+, = 19,~ = 2.6524O, see Table I) the readjustments required a final filling of the 
strip with two elemental trihedral angles (elements K = 1 and K = 2 of Fig. lb). 
This resulted in one less strip (29 instead of 30) than was initially assumed in the 
preliminary design and thus necessitated a relabeling of the d’s. The final results 
of fitting 489 &J’S into 29 strips, all of which satisfy (@+, - Bio) = 1.5” within 
6 percent (except for the mentioned elements 1 and 2), are shown in Table I. 

The initial fitting and adjustment process of finding ne and N could be done 
easily with only g-place trigonometric tables. However, the cos Bio obtained this 
way are not sufficiently accurate for the ultimate purpose of computing the +K-l 
and 4K of the individual dw, and the subsequent centroid coordinates. This is 
because there is an inadvertent loss of four to six decimals in these calculations, 
so that we might obtain direction cosines of centroid vectors which were only 
accurate to two or three significant figures. Consequently, after ne and N have been 
fixed by the empirical procedure outlined above, it becomes necessary to recal- 
culate the cos Bio. Fortunately, cos eio can now be expressed in closed form and 
evaluated almost exactly. Of course, this was not possible in the preliminary 
formulation. The procedure for this precise step follows. 



A UNIFORM VECTOR DISTRIBUTION 67 

Since the nc are now fixed, let us consider the total area of all do’s from elements 
/c=l,/r=2 ,.*-, up through and including the final element in the 8th strip. In 
Fig. lb this is only the area on the unit sphere contained between the x-z plane, 
the z-[llO] plane, and the plane labeled (i + 1). Note that the upper limit e,, of 
integration in (3.5) occurs in the form cos f$‘+l = (1 + CZ~+&-~/~ in view of (3.1). 
Note also that we are following the convention where i denotes the lower eio 
value of a strip, i + 1 the upper so that the 8th strip corresponds to i + 1. Thus, 
the area of all elements, as discussed above, becomes, 

i+1 

Area(0, i + 1) = WC = 2 nl Aw 
CL1 

(3.6) 

where Aw is now precisely fixed at (&/48N). This area is also given exactly by a 
revised form of (3.5) in which ai = O(.dio = 0), e.g., 

The inverse of (3.7) is 

WC = 7~14 - sin-l(cos 8f+I/d2). (3.7) 

cos e,O,, = d/z sin(7r/4 - Wr), 
= cos WC - sin WC. (3.8) 

Since it is easy to calculate W, to something like 1Cdecimal accuracy, cos &‘+, 
can be readily calculated to 14 decimals directly. 

We now consider the further subdivision of a particular strip, say 8, into exactly nc 
smaller surface elements. Referring to Figs. la and b we let $KK-l denote the plane 
C$ = const for the left edge of an elemental tetrahedron, and & denote the right 
edge. The area of intersection of a single tetrahedron with the unit sphere must be 
Aw, and this is seen to be equivalent to (3.5) if the upper and lower limits 4 = 0 
and # = 7~14 are replaced by I$ = &--1 and I$ = q&, respectively. However, this 
replacement gives an equation with the left side, do, known exactly, but with two 
unknowns, $X-1 and & in the right side. This is reduced to an equation with only 
one unknown by holding the lower limit of integration at 0 while the upper limit 
is set at CJ$ . The left side in this case is simply the appropriate integer, say Q(K), 
times do. Thus, this particular revision of (3.5) takes 
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We are faced at this point with the numerical task of evaluating sin & in (3.10) 
when all the other quantities are known almost exactly, say to 14 decimals. The 
sin C& were found for our 489-element subdivision by use of a Newton-Raphson 
interpolation program. The calculations could be readily checked since, when 
+(K) = nc , & = 7r/4 and sin & = l/a. (Note the definition of nd in Table I.) 
This checked to only 12 decimals, thereby showing that the calculation (3.10) 
had resulted in a loss of absolute accuracy of two decimals. This is, of course, 
the consequence of taking the difference in (3.10) of two numbers which are equal to 
within about 1 percent. 

It is not really necessary to retain or print out these sin & (we actually did this 
anyway to check the accuracy of the calculation) since they are used subsequently 
only to calculate the direction cosines of the centroid vectors by the method of 
Section 4. 

V. CALCULATION OF CENTROIDS 

The wedge planes and the planes of constant I$ cutting out the elemental areas on a 
unit sphere also define solid angle cones. The solid angles are tetrahedral angles 
for elements K = 3 to 489, and trihedral angles for elements 1 and 2 (note Fig. lb). 
We may close these solid angles and form solid figures by any sphere of radius a. 

Let pK be the centroid vector of the solid figure defined by the Kth tetrahedral 
(or trihedral) cone. The components of pK are given by well-known formulas which 
we express in terms of the problem at hand as follows. 

x, = v,-l sss (p sin 8 cos I#)($ sin 0 dp de d+) 

where e,(4) is defined by (3.2) and, ultimately (3.8). 

The volume of the Kth solid figure is 

(4-l) 

(4.2) 

(4.3) 

(4.4) 
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which integrates to (a3/3) times the same result expressed by (3.5) when its limits 
7r/4 and 0 are replaced by & and &l , respectively. Thus, 

v, = @S/3) do for all K. (4.5) 
Equations (4.1), (4.2), and (4.3) also integrate directly to give, respectively, 

1, = (3a/8do) [sin 4 tan-l (a) - sin 4 tan-l (a) 

~i+~ tan 4 - 
(1 + i;+,)‘/2 tan-1 ( (1 + a;+y2 ) 

+ (1 +Lg2)l,2 tan-l ( 
ai tan qS 

(1 + ~W2 Ill ‘K 
dKel ’ 

pK = (3u/8dw) [ -cos 4 tan-l (*) + cos + tan-1 (-J&)1 l&K 9 (4.7) 
4-I 

atcl tan 4 
% = (3a/8Aw) [(l +a&l,2 tan-$1 + a;+l)l/2) 

- (1 +a;t2)l,2 m+ ( 
ai tan 4 QK 

(1 + Q2Y2 III *K-t * 

The individual parts within the square brackets of (4.6), (4.7), and (4.8) can be 
calculated to 14decimal accuracy, but the sin C$ and cos 4 going into these parts 
have only 1Zdecimal accuracy, as discussed earlier. Note that (4.6) involves four 
sets of differences; (4.7), two sets; and (4.8), two sets. The numbers in these dif- 
ferences are nearly equal (they differ by only 1 percent), and this results in a further 
loss of absolute accuracy. Thus the X, J, Z, and the direction cosines which we shall 
ultimately compute from them, can have only about lo-decimal accuracy, even 
though our computational accuracy is 14 decimals. 

Of course, lo-decimal accuracy is just what we wanted in the beginning, since 
this is all that we shall ever really need in applications. It is interesting to note, 
however, that we would not have achieved this desired absolute accuracy if we 
had not required at least 1Cdecimal accuracy in all steps leading up to these last 
evaluations. 

The desired end product is Table II of the Appendix, e.g., a table of the direction 
cosines of the 489 vectors passing through the centroids. They are defined by 

px = KK/plC = sin 0, cos C& , (4.9) 
qK = jFK/pK = sin 8, sin & , (4.10) 
r, = 5,/p, = cos JK , (4.11) 
pK = (EK2 + jjK2 + zK2y2. (4.12) 
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V. ACCURACY OF SPATIAL INTEGRATION 

The cubic invariant polynomials mentioned in the introduction are functions 
of the direction cosines p(B, #I), @, &, r(0, 4). These functions are well suited to 
provide estimates of the accuracy of integration in terms of the anisotropy of the 
surfaces. Four of these functions are [8]: 

u,,, = p2q2 + q2r2 + r2p2, 

0 2.2,2 = P2q2r2, 

0, = 1 - 20,,,, 

04.2 = 02.2 - W~2.2 . 

(5.1) 

(5.2) 

(5.3) 

(5.4) 

A list of the first 22 polynomials is given in Ref. [8]. One also tinds in Ref. [8] three- 
dimensional sketches of the above four functions which provide an immediate 
appraisal of the nature of the surface anisotropy. 

If one regards the value of 8 n,l,m(d, 4) as the length r(0, 4) of a vector from the 
origin to the surface, then the exact total surface area is given by integration in 
closed form. One has 

A - n,1.m - I I Irnd$ n 8,,,,,(8, C#J) sin e dlt 
0 0 

The surface areas of the functions (5.1) to (5.4) turn out to be 

A2,2 = 4~15 = 2.513274..., 

A 2,2,2 = 4+105 = 0.1196797 . . . . 

A4 = 12~15 = 7.539822..., 

A4,2 = 24~135 = 2.154235..., 

(5.6) 

respectively. 
Using the p, q, r of the 489,vector distribution of Table 2, one has nine-to ten- 

decimal accuracy for calculated values of the functions (5.1)-(5.4). Using the 
13-decimal format deck of p, q, r, one has about 1Zdecimal accuracy on any given 
vector. Consequently, any error in integration is largely determined by the 
coarseness of the subdivision, rather than by numerical errors in the Olz,l,m(& 4). 
The numerical estimates of the surface areas are obtained by computer evaluation of 
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The results obtained via the N = 489 distribution of Table II are: 

E,,, = 2.513366 (high by 3.6 parts in 106), 

E 2,2,2 = 0.1196624 (low by 14.4 parts in 103, 

E4 = 7.539639 (low by 2.4 parts in 105), 
(5.8) 

E4,2 = 2.154378 (high by 6.6 parts in 10s). 

One gauge of the surface anisotropy of the On,l,m obtains by recording the length 
of a vector from the origin to the surface in the [OOI] (z-axis), [IO11 (face-diagonal), 
and [ll I] (body diagonal) directions. This length is simply the value of O)n,l,m in 
the direction of interest. One finds, 

u,,, = 0; l/4; l/3, 

8 2.2.2 - - 0; 0; l/27, 

0, = 1; l/2; l/3, 

u,,, = 0; l/4; 219, 

(5.9) 

in the [OOl], [loll, and [ill] directions, respectively. 
Comparing (5.9) with numerical results (5.8) leads one to at least a qualitative 

relationship between surface anisotropy and error of numerical integration. The 
very coarse 70-vector subdivision [5] of Fig. la has errors of several percent for 
surfaces like 02,2,2 and less than one percent for 02,2 and O,,, . For 0,) the error is 
less than one part in 103; thus even crude subdivisions can give satisfactory results 
(for certain purposes) if the anisotropy is known not to be too great. 

Elastic wave surfaces in crystals have anisotropies more closely like that of 0,. 
See (5.9). One seldom finds anything as anisotropic as O,,,,, . Generally, the longi- 
tudinal and high-shear wave velocity surfaces are less-anisotropic than 0, while the 
low-shear mode is about like 0, . 

In some high-transition-temperature superconductors, the high T, is attributed 
to the existence of soft phonon modes, i.e., a very small velocity of the low-shear 
mode in a certain crystallographic direction (say the [l IO]-direction in cubic 
metals). In such a case, the surface of constant u becomes quite anisotropic so that 
errors of integration by our vector technique become larger. We can expect 
errors perhaps as large as 6 parts in 106, such as those for O,,, and O,,, in (5.8). 

In computing tables of Debye 13~ functions, one goes to the long-wave limit of 
Eq. (2.2). Restricting ourselves to the case of all cubic crystals, one puts (2.2) 
into the expression for the specific heat [4], then goes over to the long wave limit. 
In the low v power series for G(v) = C,U,,V~~, only the coefficient a, remains 
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significant in the long-wave, low-~, low-temperature limit. One finds a result [4, lo] 
in terms of the cubic crystal elastic wave velocities according to 

8, = (+)(+$)“” (&)1’3 (T)“” G(S, T), 

(5.11) 

where c,, , cl2 , c,, are the elastic constants and the dimensionless parameters are 

s = (Cl1 - c44)l(c12 + c*4), (5.12) 

7 = (Cl2 + c44Nc44 9 (5.13) 

and V = crystal molar volume. 
There are only three elastic modes in cubits so p = 1, 2, 3 and K extends over 

all N vectors of the distribution in the 1/4&h trihedral angle. The function 

is a reduced form of the pth root of the elastic secular equation (0, = velocity of 
pth mode). as anisotropic as either 0,,, or O,,,,, except perhaps 

in the soft-phonon-mode case already discussed. 
We have evaluated [lo] six-decimal tables of the function G(s, T) characterized by 

0.04 < S < 7.51 (AS = 0.03) and 1.00 < 

T < 4.80 (dT = 0.05). This range 
covers virtually all of the values for existing experimental data on the elastic 
constants Cl1 ) Cl2 ) c44 of cubic crystals. By interpolation, we evaluate G(S, T) 

rapidly and with about six-decimal accuracy. Thus, one can obtain from the tables 
of Ref. [lo] an accurate BD for essentially all of the known sets of cubic crystal 
elastic constants. The question then is, just how accurate is it ? 

We get an immediate answer by comparing with data on phonon spectra in 
Ref. [9]. There, the standard deviation of the quadratic coefficient a, (which 
determines 0,) obtained from least squares adjustment of G(v) versus v was 
7 x 10-6. This was for the case of copper. The much simpler calculations via 
(5.15) are expected to be more accurate but, as already pointed out, the roughness 
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of the vector distribution is the main factor in determining accuracy. However, 
from this result we can claim 7 parts in 106, at least, as the accuracy of BD calcu- 
lations via the tables of Ref. [lo] when the (S, T) range is more isotropic than that 
for copper. 

Compare now with the anisotropy indicated by (5.9). The Debye velocity surface 
obtained from the roots of (5.15) is not, for any of the p roots, as anisotropic as 
the functions of Eq. (5.9). The worst case would be like 0., and should be off by 
only about 2.4 parts in 105. Consequently, for the location of (S, T) in the B. tables 
of Ref. [lo], the accuracy is at least as good as 7 parts in 106. For the more-isotropic 
cases of these tables, the accuracy is much better. But, the top edge of these tables 
corresponds to (S, T) values at which the roots of (5.15) become complex. There, 
the anisotropy is also large, but seldom as bad as 9,,, in (5.9). The worst conceivable 
case is the most anisotropic case of O,,,,, , the error of which, in (5.8), is 1.4 parts 
in 104. 

The surface of constant frequency v = v r shown in Fig. 2 touches the centers of 
hexagonal faces of the fee Brillouin zone. At the point of contact tb/aq vanishes 
in all directions. Thus, one has a saddle point in three dimensions, It has been shown 
[l] that G(v) has a square root singularity, i.e. 

G(v) = Gl - G2(vy2 - ~3112; v < v y, (5.16) 

so that (aG/8v)Iv3yy is infinite. This is the so-called Van Hove singularity [l and 
references cited therein]. 

The value of GI can be estimated with better than one percent accuracy by the 
use of the method of (2.2) when v 3 vy . When v < vy by a few percent the 
accuracy of G(v) is of order of a part in lo4 to lo6 as already discussed. Use of 
these results in combination with G1 and (5.16) permits an estimate of G(vv) the 
error of which is about the same as the error of GI . Often we obtain GI with 0.1 
percent accuracy but the error is sometimes as large as one percent, Thus, an 
important feature of the vector method is this capability of estimating the error 
with some degree of confidence. 

VI. COMPARISON WITH OTHER METHODS 

A further discussion of certain sources of errors in calculations of G(v) by our 
method is presented here rather than in Section V above. This is done here in order 
to make a more-meaningful comparison with the method of Gilat and 
Raubenheimer [12] (GR method), the QUAD scheme of Mueller, Garland, Cohen 
and Bennemann [13] (MGCB), and a Monte Carlo method of Brust [14]. While 
many other authors (see Refs. cited in [7, 12, 13, 141) have devised integration 
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k pk 

TABLE IIA (continued) 

rk 
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TABLE IIA (conrimed) 



k 

425 
426 
427 
420 
429 
430 
431 
432 
433 

434 
435 
436 
437 
438 
439 
440 
441 
442 
443 
444 
445 
446 
447 
448 
449 
450 
451 
452 
453 
454 
455 
456 
457 
458 
459 
460 
461 

462 
463 
464 
465 
466 
467 
468 
469 
470 
471 
472 
473 
474 
475 
476 
477 
478 
479 
480 
481 
482 
483 
484 
485 
486 
487 
48.8 
489 
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TABLE IIA (continued) 

pk 

.b1030 67414 
-60466 45522 
-59866 81460 
.59230 67888 
.5855-b 86106 
.57844 04671 
.57090 77752 
-56295 43189 
.55456 20172 

.67091 98103 

.66870 bl433 

.bbb20 70112 
-66341 92002 
.bbO33 90675 
.65696 25160 
.65328 49654 
-6,930 13178 
-64500 59197 
.64039 25165 
.63545 42017 
.63018 33571 
-62457 15849 
.61860 96282 
.61228 72794 
.60559 32732 
-591151 51613 
.59103 91660 
.58315 00061 
.574*3 06913 
-56606 22759 

.69778 98676 

.b9749 81440 

.69691 43317 
rt.9603 76986 
.69486 71403 
.69340 11737 
.69163 79271 
.6895, 51281 
.68721 00884 
.68453 96858 
.6815b 03427 
-1,826 80009 
.67465 80919 
.6707.? 55034 
.b‘b46 45391 
-66186 88741 
.65693 15018 
.65164 46735 
.64599 98287 
-63998 75136 
-63359 72076 
.62601 76129 
.61963 57267 
-61203 74902 
.bO,OO 72109 
-59552 74308 
.58657 86740 
.57713 91429 

.37,00 97469 
-39738 ,329, 
.41776 47523 
.43814 20194 
.45851 91380 
.47889 t1171 
.49?27 29687 

: 51964 54002 97071 63501 

.01002 78125 

.03008 34312 

.05013 90313 

.07019 46007 
-09025 01271 
.I1030 55989 
.I3036 10046 
.15041 63330 
.17047 15737 

:21058 19052 67166 17524 
.23063 b6724 
.25069 14688 
.27074 6,347 
.29080 06640 
.31085 50519 
.33090 92946 
.35096 33897 
.I37101 73359 
-39107 11336 
.41112 4,846 
.43117 82926 
.45123 lb630 
.47128 49032 
.49133 80228 
.51139 10338 
.53144 39509 
.55149 67915 

.I7372 68990 

.19416 50504 

.21460 31041 

.23504 10524 

.25547 88886 

.2,591 66064 

.29635 42008 
31679 16677 

: 33722 90043 
.35766 62087 

37810 328C8 
:39854 02215 
.41897 70336 
.43941 37214 
.45985 02914 
.48028 67516 

50072 31128 
:52115 93879 
-54159 55927 
.56203 17462 

rk 

.b9669 88819 

.b9026 37826 

.68342 45113 

.67blb 87946 

.bt848 30606 

.66035 22810 

.651,5 97832 
-64268 70286 
.63311 33471 

.73442 93947 

.73413 40379 

.,3354 29674 

.73265 54677 

.73147 04600 

.,2998 64956 

.72820 1,468 

.72611 39958 

.72372 06205 

.,2101 85770 

.71800 4,804 

.71467 40804 

.71102 32345 

.70704 68758 

.,02,3 94770 

.69809 49078 

.69310 63869 

.687,6 64260 

.68206 67658 
-67599 83017 
.bb955 09984 
.662,1 37900 
.65547 44647 
.b4781 95287 
.63973 40476 
.63120 14583 
.62220 33457 
.61271 91761 

-71622 96186 
.,1593 04668 
.71533 17879 
.71443 28289 
.,1323 24541 
.,I172 91385 
.70992 09572 
.70780 55 735 
.70538 02230 
.70264 lb952 
.69958 63113 
.69620 98984 
.69250 7,592 
.68847 46367 
.6841C 46745 
.67939 13693 
.67432 75173 
.66890 51522 
.bb311 54729 
.65694 8760, 
.65039 42823 
.64344 01772 
.63607 33258 
-6282, 91950 
.62004 16547 
.61134 27611 
.bO216 24973 
.59247 Blt04 
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table becomes a useful guide to others who wish to produce a distribution with a 
different value of N. (b) If one does not wish to go to the trouble to design his own 
distribution and is content to use our work as a computational aid, then the 
results of Table IIA can be transcribed onto IBM cards and used directly. 

The first column of Table IA identifies the wedge planes of Fig. lb. The strips 
cut out by these planes on the unit sphere are labeled by 4 thus J’ in Table IA is 
shown between the upper wedge plane label i + 1 and the lower plane label i. The 
elements in each strip are numbered consecutively from left to right as indicated 
in Fig. lb. Strip e = 1 contains elements K = 1, 2; strip G = 2 contains K = 3,4,5; 
strip L’ = 3 contains K = 6,7,8,9, 10; etc. Integer nL counts the number of elements 
in each strip while nt dw is just the area on a unit sphere subtended by the entire 
strip labeled L The two cos 8” values corresponding to each strip 8 are located in 
Table IA above and below each strip /as shown. As in Eq. (3.6) and elsewhere 
we use the convention that the lower plane defining strip /‘be labeled by B,O while 
the upper carries the label g+, , such that L = i + 1. Table IA shows this con- 
vention at a glance. Note that we show only five significant figures in ne dw, in 
the cos eio values, and in @+, - ego. This is sufficient for tabular purposes. Recall, 
however, that in the text we have stated that bothn, dw and cos eio have to be known 
in the calculations to 14 significant figures in order to achieve the final accuracy of 
only 10 decimals in the pK , qK , r, of Table IIA. Note that K labels also the polar 
coordinate angle & corresponding to the right-hand edge (see Fig. lb) of each 
surface element. 

The elemental solid angle cones formed by the bounding planes defined in 
Section III and by the labels of Table IA form a solid figure when closed by a unit 
sphere. The vector passing through the centroid of an elemental cone is labeled by 
K just as K also labels the right edge plane and & of that element. The direction 
cosines of this centroid vector are pK, qK , r, according to their definitions in 
Eqs. (4.9) to (4.12). These direction cosines along with the identifying label K are 
given in Table IIA. 
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